A note on Shannon capacity for invariant and evolving channels

Marcin Jurkiewicz¹, Marek Kubale¹

¹Gdansk University of Technology
Department of Algorithms and System Modelling
Gabriela Narutowicza 11/12, 80-233 Gdansk, Poland
marcin.jurkiewicz@eti.pg.gda.pl
kubale@eti.pg.gda.pl

Abstract. In the paper we discuss the notion of Shannon capacity for invariant and evolving channels. We show how this notion is involved in information theory, graph theory and Ramsey theory.
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1. Introduction

Informally, the capacity \( C \) is the maximum rate at which one can transmit information over a noisy channel and receive this information on the output, with nearly zero probability of error. Sometimes, it is necessary to receive an information with exactly zero probability of error. For this purpose we use a measure called the Shannon capacity \( C_0 \), as defined later on. Unfortunately, \( C_0 \) is much more difficult to calculate than \( C \).

1.1. Strong product and independence number of graphs

In this paper we need the following definition
Definition 1. Given two graphs $G = (V(G), E(G))$ and $H = (V(H), E(H))$, the strong product $G \boxtimes H$ is defined as follows. The vertices of $G \boxtimes H$ are all pairs of the Cartesian product $V(G) \times V(H)$. There is an edge between $(x, x')$ and $(y, y')$ iff one of the following holds

- $\{x, y\} \in E(G)$ and $\{x', y'\} \in E(H)$,
- $x = y$ and $\{x', y'\} \in E(H)$
- $x' = y'$ and $\{x, y\} \in E(G)$

See Figure 1 for an example. We write $G^n$ to denote $G \boxtimes G \boxtimes \ldots \boxtimes G$, where $G$ occurs $n$ times. Let $G$ be a graph. A set of vertices $S$ of $G$ is said to be an independent set of vertices if they are pairwise nonadjacent. The independence number of $G$, denoted by $\alpha(G)$, is defined to be the size of a largest independent set of $G$. Let $n$ be a natural number and $G_1, G_2, \ldots, G_n$ be graphs, then for the strong product the following inequality holds

$$\alpha(G_1 \boxtimes G_2 \boxtimes \ldots \boxtimes G_n) \geq \alpha(G_1)\alpha(G_2)\ldots \alpha(G_n).$$

(1)

From (1), we know that $\alpha$ is super-multiplicative, i.e.

$$\alpha(G^n \boxtimes G^m) \geq \alpha(G^n)\alpha(G^m),$$

(2)

for any pairs of integers $n, m$. 

Figure 1. Example of the strong product $P_3 \boxtimes C_4$
Figure 2. Example of discrete channel with $A_X = \{1, 2, 3, 4, 5\}$ as the input alphabet and $A_Y = \{1', 2', 3', 4', 5'\}$ as the output alphabet. If $p(y|x) > 0$, then $x \in A_X$ is adjacent to $y \in A_Y$.

1.2. Ramsey numbers

The Ramsey number $R(l_1, \ldots, l_k)$ is defined as the smallest integer $n$ such that, no matter how each 2-element subset of an $n$-element set is colored with $k$ colors, there exists an $i \leq k$ such that there is a subset of size $l_i$, all of whose 2-element subsets are color $i$. For instance, $R(3, 3) = 6, R(4, 4) = 18$ [1]. In information theory it is convenient to start enumeration from zero. Hence, we define the following function

$$r(l_1, \ldots, l_k) = R(l_1 + 1, \ldots, l_k + 1) - 1. \quad (3)$$

If $l = l_1 = \ldots = l_k$, then the above equation takes on the following short form: $r_k(l) = R_k(l + 1) - 1$.

1.3. Channel definition

Further, we will need the following notion [2]

**Definition 2.** A discrete channel $Q = (A_X, A_Y, M_{XY})$ consists of three parts: $A_X$ and $A_Y$ are input and output alphabets, respectively, $M_{XY}$ is the transition matrix with $p(y|x)$ elements, which determine conditional probabilities.

We say that a channel $Q$ is noisy, if there are elements $y_1, y_2 \in A_Y$ and an element $x \in A_X$ such that $p(y_1|x)p(y_2|x) > 0$. The channel from Figure 2 is noisy.
2. Shannon capacity for invariant and evolving channels

2.1. Shannon capacity for invariant channels

Sometimes we have to transmit information with probability of error equal to zero. In 1956 Shannon [3] defined the capacity in a zero-error communication model. The best way to explain this model is to give an example. Let $Q$ be a noisy channel like that shown in Figure 2. Suppose that we want to send some element $e$ from an input alphabet $A_X$ and get element $e'$ from an output alphabet $A_Y$. But sometimes we get on output the value $(e' \mod 5) + 1$. Hence, we are not certain, what in fact has been sent by the channel. For example, if we get on output 3', there is 2 or 3, which could be sent on input. So this must be done in a different way.

The model assumes that both parts must make an appointment, which elements from the input alphabet are used. For instance, for the channel $Q$ we can choose 1 and 3. We do so because, if we get on output 1' or 2', then we are certain that there was 1 on input. Similarly, if we get on output 3' or 4', then we are sure that there was 3 on input. So, if we use the channel $Q$ ones with elements \{1, 3\}, then we can transmit one bit of information correctly. It is worth emphasizing, that in this model, we cannot choose more than two elements from alphabet $A_X$.

Let us generalize this. Given a channel $Q = (A_X, A_Y, M_{XY})$ and element $x \in A_X$, we define

$$S_x = \{y \in A_Y : p(y|x) > 0\}.$$  \hfill (4)

We can say that $S_x$ is the set of letters attainable on output, when there is $x$ on input. Associated with this set and the channel $Q$ is a characteristic graph defined as follows

**Definition 3.** The characteristic graph of the channel $Q$ is graph $G = (V, E)$ such that $V = A_X$ and \{x, y\} $\in E(G)$ iff $S_x \cap S_y \neq \emptyset$.

For instance, the characteristic graph of the channel from Figure 2 is cycle $C_5$.

It turns out that for a graph $G$ a subset $S$ of vertices $V(G)$ guarantees zero-error transmission if and only if $S$ is independent. In a single use of channel $Q$, the maximal number of letters that we can transmit is equal to $\alpha(G)$. Let us denote such a maximal set of letters by $I$, which had been agreed earlier by both sides. The largest amount of information that can be transmitted in a single use of $Q$, is equal to $\gamma(1) = \log_2(\alpha(G))$. In case of the maximal noisy channel, i.e. when $G$ is complete, we cannot send any information, since $\gamma(1) = \log_2 1 = 0$. On the other hand, if $G$ is empty then we can transmit $\log_2 |A_X|$ bits of information. For the
channel with the characteristic graph $C_5$, there is possibility to send 1 bit, because $\alpha(C_5) = 2$.

Let us extend above definitions for a mass communication, i.e. a communication at which we use a channel $Q$ many times. Let $n$ denote the number of times that the channel is used. Suppose that there is a sequence $x_1, x_2, \ldots, x_n \in A_X$ on input and $y_1, y_2, \ldots, y_n \in A_Y$ on output, where $y_i \in S_{x_i}$ and $1 \leq i \leq n$. Notice that we can interpret $n$ uses of the channel $Q$ as a single use of a larger channel $Q(n)$. Then on input we take an element from a set $A_X(n) = A_X \times A_X \times \ldots \times A_X$, where $A_X$ occurs $n$ times. Analogously, on output we get an element from a set $A_Y(n)$. If $x(n) = x_1, x_2, ..., x_n \in A_X(n)$ is on input, then on output we get an element from a set

$$S_{x(n)} = S_{x_1} \times S_{x_2} \times \ldots \times S_{x_n}. \quad (5)$$

It is easy to observe that from an input sequences $x(n)$ and $v(n)$, we can obtain the same output sequence, if for all $i$, $x_i = v_i$ or $x_i$ and $v_i$ are adjacent in the characteristic graph of $Q$, so these two sequences can put the same letters on output.

Above considerations lead us to the strong product, i.e. the characteristic graph of $Q(n)$, defined in (6) as the strong product of characteristic graphs of $Q$.

$$G(n) = G^n. \quad (6)$$

Hence, the largest amount of information that can be transmitted by $Q(n)$, is equal to $\gamma(n) = \log_2(\alpha(G^n))$. The inequality (1) implies that $\gamma(n) \geq \log_2(\alpha^n(G))$. It is interesting to note that for some channels, we can get better result than this lower bound, by applying the mass communication. For example $\alpha^2(C_5) = 4$, while $\alpha(C_5 \boxtimes C_5) = 5$ (in Fig. 3, the set of independent vertices is $\{11', 23', 35', 42', 54'\}$). From Hendrlín’s result [4] we know that this value is maximum possible.

**Theorem 4.** For graphs $G$ and $H$

$$\alpha(G \boxtimes H) \leq r(\alpha(G), \alpha(H)). \quad (7)$$

Thus considering (3)

$$\alpha(C_5 \boxtimes C_5) \leq r(2, 2) = R(3, 3) - 1 = 5. \quad (8)$$

Now, we have all necessary notions to define the Shannon capacity. Operationally, the Shannon capacity of a channel represents the effective size of the alphabet in a zero-error transmission. Below, we give a formal definition of this notion.
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Definition 5. The Shannon capacity is defined as

\[ C_0 = \sup_n \sqrt[n]{\alpha(G^n)}. \tag{9} \]

Since \( \alpha(\cdot) \) is super-multiplicative and by Fekete’s lemma [5]

\[ C_0 = \sup_n \sqrt[n]{\alpha(G^n)} = \lim_{n \to \infty} \sqrt[n]{\alpha(G^n)}. \tag{10} \]

The calculation of the Shannon capacity is hard. For example, the Shannon capacity has not been found even for small cycle \( C_7 \). But we know that for even cycle it is equal to \( \alpha(G) = n/2 \) and for \( C_3, C_5 \) we have the value 1 and \( \sqrt{5} \), respectively [6].
2.2. Shannon capacity for evolving channels

In the previous subsection we have introduced definition of the Shannon capacity. It is well known that in the real world systems always evolve. Therefore, we are going to consider the Shannon capacity for an evolving channel.

Let \( Q \) be a noisy channel with the transition matrix \( M \) and the characteristic graph \( G \). We assume that both sides of the transmission know how the channel evolves. Let \( O = \{ O_1, O_2, \ldots \} \) be a sequence of operations, which operate on \( Q \) (notice that \( O_i \) could be represented by a matrix operating on \( M \)). Thus, the characteristic graph also evolves. The operations on \( G \) corresponding to \( O \) we denote by \( \mathcal{U} = \{ U_1, U_2, \ldots \} \). Similarly to the definition of Shannon capacity for invariant channels, we have

**Definition 6.** The Shannon capacity for evolving channel is defined as

\[
C_0 = \sup_n n^{\sqrt{\alpha(U_n(G))}}.
\]

where \( \mathcal{U}_n(G) = U_n(U_{n-1}(...(U_1(G)))) \).

It is important to observe that for some operations \( \mathcal{U} \) the above supremum does not exist and the measure does not work. Notice that if \( \mathcal{U}_n(G) = G^n \), then we get the Shannon capacity for invariant channels.

Let \( A_X \) and \( A_Y \) be input and output alphabets. For our purpose, we can consider a noisy channel as a map \( Q : A_X \rightarrow A_Y \), which maps each input letter to a set of possible output letters. Later on, we will consider a reduction of a channel.

**Definition 7.** For a letter \( v \in A_X \), we define the reduction of a channel \( Q \) as a transformation of \( Q \) to \( Q' \)

\[
Q'(x) = \begin{cases} 
Q(x), & \text{if } x \neq v \\
A_Y, & \text{otherwise}
\end{cases}
\]

(12)

See Figure 4 for examples. We can imagine this situation in the following way. A system has changed, because the environment acts on it. There is more noise in the system. A letter \( v \in A_X \) is not available. Now, \( v \) is confusable with other letters from \( A_X \). In this transformation the characteristic graph \( G \) of \( Q \) with vertex set \( A_X \) is changing, in simple way, to the characteristic graph \( G' \) of \( Q' \)

\[
G' = G - v \oplus v.
\]

(13)
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Figure 4. The reduction of the channel $Q$. Letter 5 has been reducted.

where the symbol $-$ means the vertex deletion and the symbol $\oplus$ means the graph join. More precisely, we obtain $G \oplus H$ from $G \cup H$ by adding all edges between $G$ and $H$. Moreover, we treat $v$ as the one-vertex graph ($\{v\}, \emptyset$).

Let $Q$ be a noisy channel, $G$ be its characteristic graph and $L = (v_1, v_2, \ldots, v_l)$ be a sequence of vertices of $G$ such that $v_i \neq v_j$, for $i, j = 1, \ldots, l$ and $i \neq j$. Then we denote a sequence of reductions as

$$G^k[L] = G - v_1 \oplus v_1 - v_2 \oplus v_2 - \ldots - v_k \oplus v_k,$$

where $k \leq l \leq |V(G)|$. Thus for a communication at which we use a reducing channel $Q$ many times, we get the following mass communication characteristic graph

$$G^k[L] = G^0[L] \Join G^1[L] \Join G^2[L] \Join \ldots G^{k-1}[L],$$

where $G^0[L] = G$. If $V(G) = \{1, \ldots, n\}$ and $L$ is a permutation of it, then we write

$$G^n[\pi],$$

where $\pi$ is a permutation. A process described by (16) will be called the full reduction of a channel $Q$ with order $\pi$.

Now, using Definition 6, we introduce the Shannon capacity for reducing channels

**Definition 8.** Given a graph $G$ with $n$ vertices and a permutation $\pi$ of $\{1, \ldots, n\}$. We define the Shannon capacity for reducing channels as

$$C^R_0 = \max_{k \in [n]} k \sqrt[k]{\alpha(G^k[\pi])}.$$
Figure 5. The channel and its characteristic graph \( \tilde{G} = W_6 - e \), where \( e = \{1, 6\} \), which brings us a benefit if we use it many times in the reducing communication.

It is easy to see that for every graph \( G \) we have

\[
\alpha(G) \leq C_R^0 \leq C_0. \tag{18}
\]

We calculate some values of the Shannon capacity, see Figure 5 for an example. Does there exist a reducing channel \( Q \), which gives us some benefit when we use it many times? It is very surprising that, like for invariant channels, we can get a better result by applying the mass communication for a reducing channel, i.e. for a channel \( Q \) and a list \( L = \{v_1, \ldots, v_l\} \) of vertices of the characteristic graph \( G \) of \( Q \), since the amount of information that can be transmitted by a reducing channel fulfills the following formula

\[
\gamma(n) = \log_2(\alpha(G^2[L])) \geq \log_2(\alpha(G) \cdot \alpha(G - v_1 \oplus v_1) \cdot \ldots \cdot \alpha(G - v_l \oplus v_l)). \tag{19}
\]

It turns out that the channel from Figure 5 has this property, because for its characteristic graph \( \tilde{G} \), \( \alpha(\tilde{G}^2[(6)]) \geq 5 \) and \( \alpha(\tilde{G}) \cdot \alpha(\tilde{G} - v \oplus v) = 4 \), see the graph in Figure 6.

3. Conclusions

Determining the Shannon capacity is very difficult. We have described a generalization of the problem. Perhaps, in future it will be possible to find approximations of the Shannon capacity, applying this generalization, for example a lower
Figure 6. The strong product $\tilde{G} \boxtimes C_5$, where $\tilde{G} = W_6 - e$ is the graph from Figure 5. The set \{11', 23', 35', 42', 54'\} is an independent set of the graph. Hence it is also an independent set of $\tilde{G}^2[(6)]$, because $\tilde{G} \boxtimes C_5$ is an induced subgraph of it.

bound using the Shannon capacity for reducing channels. In the paper, we also have showed a very surprising fact that there exists a reducing channel, which brings us a benefit if we use it many times.
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